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Learning Objectives

* Understand Association Rule Mining and its business applications
* Learn how association rules are represented
* Know the Apriori algorithm and its pseudocode
* Learn how the association rule technique works in practice

### INTRODUCTION

Associate Rule Mining is a popular, unsupervised learning technique, used in businesses to help identify shopping patterns. It is also known as Market Basket Analysis. It helps find interesting relationships (affinities) between variables (items or events). Thus, it can help cross-sell related items and increase the size of a sale.

All data used in this technique is of categorical type. There is no dependent variable. It uses machine learning algorithms. The fascinating relationship between ‘sales of diapers and beers’ is how it is often explained in popular literature. This technique accepts the raw point-of-sale transaction data as input. The output produced is the description of the most frequent affinities among the items. An example of association rule would be, “a customer who bought flight tickets and hotel reservation also bought a rental car plan 60 percent of the time.”

#### Caselet: Netflix – Data Mining in Entertainment

*Netflix suggestions and recommendation engines are powered by a suite of algorithms using data of millions of customer ratings about thousands of movies. Most of these algorithms are based on the premise that similar viewing patterns represent similar user tastes. This suite of algorithms, called CineMatch, instructs Netflix’s servers to process information from its databases to determine what movies a customer is likely to enjoy. The algorithm takes into account many factors about the films themselves, the customers’ ratings, and the combined ratings of all Netflix users. The company estimates that a whopping 75 percent of viewer activity is driven by recommendations. According to Netflix, these predictions were valid around 75 percent of the time and half of Netflix users who rented CineMatch, recommended movies and gave them a five-star rating.*

*To make matches, a computer*

1. *Searches the CineMatch database for people who have rated the same movie—for example, “The Return of the Jedi”.*
2. *Determines which of those people have also rated a second movie, such as “The Matrix”.*
3. *Calculates the statistical likelihood that people who liked “Return of the Jedi” will also like “The Matrix”.*
4. *Continues this process to establish a pattern of correlations between subscribers’ ratings of many different films.*

*Netflix launched a contest in 2006 to find an algorithm that could beat CineMatch. The contest, called the Netflix Prize, promised $1 million to the first person or team to meet the accuracy goals for recommending movies based on users’ personal preferences. Each of these algorithm submissions was required to demonstrate a 10 percent improvement over CineMatch. Three years later, the $1 million prize was awarded to a team of seven people. (Source: ![](data:image/png;base64,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)*http://electronics.howstuffworks.com*)*

1. *Are Netflix customers being manipulated into seeing what Netflix wants them to see?*
2. *Compare this story with Amazon’s personalization engine.*

### BUSINESS APPLICATIONS OF ASSOCIATION RULES

In business environments, a pattern or knowledge can be used for many purposes. In sales and marketing, it is used for cross-marketing and cross-selling, catalog design, e-commerce site design, online advertising optimization, product pricing, and sales/promotion configurations. This analysis suggests not to put one item on sale at a time, and instead to create a bundle of products promoted as a package to sell other nonselling items.

In retail environments, it can be used for store design. Strongly associated items can be kept close together for customer convenience. Or they could be placed far from each other so that the customer has to walk the aisles and by doing so is potentially exposed to other items.

In medicine, this technique can be used for relationships between symptoms and illnesses; diagnosis and patient characteristics/treatments; genes and their functions, etc.

### REPRESENTING ASSOCIATION RULES

A generic association rule is represented between a set *X* and *Y*: *X* if *Y* [*S*%, *C*%] *X, Y* Products and/or services

*X* Left hand side (LHS)

*Y* Right hand side (RHS)

*S* Support – how often *X* and *Y* go together in the dataset, i.e., *P*(*X*  *Y*) *C* Confidence – how often Y is found, given *X*, i.e., *P*(*Y* | *X*) Example{Hotel booking, Flight booking} if {Rental Car} [30%, 60%]

[Note *P*(*X*) is the mathematical representation of the probability or chance of *X*

occurring in the dataset]

*Computation Example*

Suppose there are 1000 transactions in a dataset. There are 300 occurrences of

*X* and 150 occurrences of (*X*, *Y*) in the dataset.

Support *S* for *X* if *Y* will be *P*(*X*  *Y*) = 150/1000 = 15%

Confidence for *X* if *Y* will be *P*(*Y* | *X*) or *P*(*X*  *Y*)/*P*(*X*) = 150/300 = 50%

### ALGORITHMS FOR ASSOCIATION RULE

Not all association rules are interesting and useful, except those that are strong and occur frequently. In association rule mining, the goal is to find all the rules that satisfy the user-specified *minimum support* and *minimum confidence*. The resulting sets of rules are all the same irrespective of the algorithm used, that is, given a transaction dataset *T*, a minimum support and a minimum confidence, the set of association rules existing in *T* is *uniquely determined*.

Fortunately, there are many algorithms that are available for generating association rules. The most popular algorithms are Apriori, Eclat, FP-Growth, along with various derivatives and hybrids of the three. All the algorithms help identify the frequent itemsets, which are then converted to association rules.

### APRIORI ALGORITHM

This is the most popular algorithm used for association rule mining. The objective is to find subsets that are common to at least a minimum number of the itemsets. A frequent itemset is the one whose support is greater than or equal to minimum support threshold. The Apriori property is a downward closure property, which means that any subset of a frequent itemset is also a frequent itemset. Thus, if (A, B, C, D) is a frequent itemset, then any subset such as (A, B, C) or (B, D) is also a frequent itemset.

It uses a bottom-up approach and the size of frequent subsets is gradually in- creased, from 1-item subsets to 2-item subsets, then 3-item subsets, and so on. Groups of candidates at each level are tested against the data for minimum support.

### ASSOCIATION RULES EXERCISE

Dataset 10.1 shows a dozen sales transactions. There are six products being sold—Milk, Bread, Butter, Eggs, Cookies, and Ketchup. Transaction#1 sold Milk, Eggs, Bread and Butter. Transaction#2 sold Milk, Butter, Eggs and Ketchup and so on. The objective is to use this transaction data to find affinities between products, i.e., which products sell together often.

The support level will be set at 33 percent and the confidence level will be set at 50 percent. That means that we have decided to consider rules from only those itemsets that occur at least 33 percent of the time in the total set of transactions. Confidence level means that within those itemsets, the rules of the form *X ->* *Y* should be such that there is at least 50 percent chance of *Y* occurring based on Xoccurring.

Dataset 10.1

Transaction List

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 1 | Milk | Egg | Bread | Butter |
| 2 | Milk | Butter | Egg | Ketchup |
| 3 | Bread | Butter | Ketchup |  |
| 4 | Milk | Bread | Butter |  |
| 5 | Bread | Butter | Cookies |  |
| 6 | Milk | Bread | Butter | Cookies |
| 7 | Milk | Cookies |  |  |
| 8 | Milk | Bread | Butter |  |
| 9 | Bread | Butter | Egg | Cookies |
| 10 | Milk | Butter | Bread |  |
| 11 | Milk | Bread | Butter |  |
| 12 | Milk | Bread | Cookies | Ketchup |

First step is to compute 1-item itemsets, i.e., how often does any product sells individually.

|  |  |
| --- | --- |
| 1-itemSets | Frequency |
| Milk | 9 |
| Bread | 10 |
| Butter | 10 |
| Egg | 3 |
| Ketchup | 3 |
| Cookies | 5 |

Thus, Milk sells in 9 out of 12 transactions, Bread sells in 10 out of 12 transactions, and so on.

At every point, there is an opportunity to select itemsets of interest, and thus further analysis. Other itemsets that occur infrequently may be removed. If itemsets that occur 4 or more times out of 12 are selected, that corresponds to meeting a minimum support level of 33 percent (4 out of 12). Only 4 items make the cut. The frequent items that meet the support level of 33 percent are

|  |  |
| --- | --- |
| Frequent 1-item Sets | Frequency |
| Milk | 9 |
| Bread | 10 |
| Butter | 10 |
| Cookies | 5 |

The next step is to go for the next level of itemsets using items selected earlier, i.e., 2-item itemsets.

|  |  |
| --- | --- |
| 2-item Sets | Frequency |
| Milk, Bread | 7 |
| Milk, Butter | 7 |
| Milk, Cookies | 3 |
| Bread, Butter | 9 |
| Butter, Cookies | 3 |
| Bread, Cookies | 4 |

Thus, the sale of (Milk, Bread) is 7 times out of 12, (Milk, Butter) is 7 times, (Bread, Butter) is 9 times, and (Bread, Cookies) is 4 times.

However, only four of these transactions meet the minimum support level of 33 percent.

|  |  |
| --- | --- |
| 2-item Sets | Frequency |
| Milk, Bread | 7 |
| Milk, Butter | 7 |
| Bread, Butter | 9 |
| Bread, Cookies | 4 |

The next step is to list the next higher level of itemsets, i.e., 3-item itemsets.

|  |  |
| --- | --- |
| 3-item Sets | Frequency |
| Milk, Bread, Butter | 6 |
| Milk, Bread, Cookies | 1 |
| Bread, Butter, Cookies | 3 |

Thus the sale of (Milk, Bread, Butter) is 6 times out of 12 and (Bread, Butter, Cookies) is 3 times out of 12. One 3-item itemset meets the minimum support requirements.

3-item Sets Frequency

Milk, Bread, Butter 6

There is no room to create a 4-item itemset for this support level.

### CREATING ASSOCIATION RULES

The most interesting and complex rules at higher size itemsets start top-down with the most frequent itemsets of higher size-numbers. Association rules are created that meet the support level (>33 percent) and confidence levels (> 50 percent).

The highest level itemset that meets the support requirements is the 3-item itemset. The following itemset has a support level of 50 percent(6 out of 12).

Milk, Bread, Butter 6

This itemset could lead to multiple candidates association rules.

Start with the following rule

(Bread, Butter) -> Milk

There are a total of 12 transactions.

*X* (in this case Bread, Butter) occurs 9 times; *X*, *Y* (in this case Bread, Butter, Milk) occurs 6 times.

The support level for this rule is 6/12 = 50 percent. The confidence level for this rule is 6/9 = 67 percent. This rule meets our thresholds for support (>33 percent) and confidence (>50 percent).

Thus, the first valid association rule from this data is (Bread, Butter) -> Milk

{*S* = 50%, *C* = 67%}.

In exactly the same way, other rules can be considered for their validity.

Consider the rule (Milk, Bread) -> Butter. Out of total 12 transactions, (Milk, Bread) occurs 7 times and (Milk, Bread, Butter) occurs 6 times.

The support level for this rule is 6/12 = 50 percent. The confidence level for this rule is 6/7 = 86 percent. This rule meets our thresholds for support (>33 percent) and confidence (>50 percent).

Thus, the second valid association rule from this data is (Milk, Bread) -> Butter {*S* = 50%, *C* = 67%}.

Consider the rule (Milk, Butter) -> Bread. Out of total 12 transactions, (Milk, Butter) occurs 7 times, while (Milk, Butter, Bread) occur 6 times.

The support level for this rule is 6/12 = 50 percent. The confidence level for this rule is 6/7 = 86 percent. This rule meets our thresholds for support (>33 percent) and confidence (>50 percent).

Thus, the next valid association rule is Milk, Butter -> Bread{*S* = 50%, *C* = 86%}.

Thus, there were only three possible rules at the 3-item itemset level and all were found to be valid.

One can get to the next lower level and generate association rules at the 2-item itemset level.

Consider the following rule

Milk -> Bread;out of total 12 transactions, Milk occurs 9 times while (Milk, Bread) occurs 7 times.

The support level for this rule is 7/12 = 58 percent. The confidence level for this rule is 7/9 = 78 percent. This rule meets our thresholds for support (>33 percent) and confidence (>50 percent).

Thus, the next valid association rule is Milk -> Bread{58%, 78%}. Many such rules could be derived if needed.

Not all such association rules are interesting. The client may be interested in only the top few rules that they want to implement. The number of association rules depends upon business needs. Implementing every rule in business will require some cost and effort, with some potential of gains. The strongest of rules, with the higher support and confidence rates, should be used first, and the others should be progressively implemented later.

## Conclusion

Association rules help discover affinities between products in transactions. It helps make cross-selling recommendations much more targeted and effective. Apriori technique is the most popular technique and it is a machine learning technique.

## Questions

1. What are association rules? How do they help?
2. How many association rules should be used?
3. What are frequent itemsets?
4. How does the Apriori algorithm work?

## True/False

1. Also known as Market Basket Analysis, Association Rule Mining is a ma- chine learning algorithm.
2. Association rule mining is an unsupervised learning technique that helps find frequent patterns.
3. Not all association rules are interesting. The client may be interested in implementing only the top few rules.
4. All the data used in association rules technique is of ratio (numeric) type.
5. Given a transaction dataset *T*, a minimum support and a minimum confidence, the goal is to determine a set of rules that meet those support and confidence conditions.
6. The set of association rules existing in *T* depends upon the algorithm used.
7. A generic association rule is represented between sets *X* and *Y* as *X* -> *Y*

[*S*%, *C*%].

1. A frequent itemset can contain any number of items.
2. Apriori is the name of the most popular association rule mining technique.
3. A suite of algorithms called CineMatch helps Netflix determine which movies a customer is likely to enjoy next.